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Educational Field
Scoring Report

Score  with guide for next learning steps
Rule Space Method (RSM)

Clustering technique : Each mastering level
Feed-Forward Neural Network Model (NNM)
Comparison between RSM and NNM
Science Reasoning Test (SR-Test)

Introduction
Experiment

Extraction of Attributes
Conclusion and Discussion 

Outline
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Scoring Report
Learning Diagnosis

Not only numerical score,                                       
But also guide of next learning steps

developing in USA

Record of test :
Numerical Score 

+ ==>  More effective 
guide of next learning steps

“Next direction”、“Signpost”
Evaluation <===> Teaching 
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A classification procedure
Domain from educational statistics
Conceptual framework of Psychmetrics 
Examinees  ===> Knowledge States (KS)

Master/Learning level of each examinee 
Basic idea : Tatsuoka(1980’s)

same total score ≠ same learning level
in each Item : task analysis 

Cognitive processes
Knowledge (named “Attribute”) 

2.Rule Space Method
○
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○
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Student 2 : When denominators are different, 
the whole part are forgotten. 

Student 1 : When denominators are different, 
two denominators are add to numerator.

○
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Student 3 : Wrong reducing method of an improper fraction.

Only if “quotient = remainder”

○
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A Classification procedure
Conceptual framework of Psychmetrics 
Domain from educational statistics
Examinees  ===> Knowledge States (KS)

Master level of each examine
Basic idea : Tatsuoka(1980’s)

same total score ≠ same learning level
in each Item : task analysis 

Cognitive processes
Knowledge (named “Attribute”) 

2.Rule Space Method
○
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Input Information
Incidence matrix : item-attribute matrix
item response pattern 

Output : Knowledge State (KS) : Cluster
mastered/non-mastered learning level 
from item response patterns

Results of examinees' performance on a test
▲ reported by total scores or scaled scores
◎ mastered or non-mastered、next directions

more effective for learning

Rule Space Method ○
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Subject matter
fraction addition problems 
7 items and 5 Attributes
595 Cases of Item Response Patterns

Simple Example of RSM
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Items
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(公約数)

(約分)
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Subject matter
fraction addition problems 
7 items and 5 Attributes
595 Cases of Item Response Patterns

Simple Example of RSM
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合計:428名
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3.Feed-Forward NN Model
Artificial NNM

McCullock & Pitts(1943) : 
The model of neuron

Hebb(1949) : 
Learning hypothesis : 

Number of impulses = Learning
Formation of recognition and memory

Connection type of neuron
Feed-Forward Type : simplex
Non-hierarchical Type (mutual link) : duplex

From the statistical point of view :
One method of non-linear multivariate analysis    

or classification method 
Parameter estimation <===> Learning
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Feed-Forward Type            Non-hierarchical Type
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Feed-Forward NNM
simple formula
can adapt non-linear relations
number of layers
linkage functions between units
search of optimal weights = learning

Attractive points <== computers power
「Simple formula but powerful expression」

「Learning」

Learning algorithm
Back Propagation(BP) method
A kinds of steepest descent method
Avoidance of Local convergence problems
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3.Feed-Forward NN Model
Artificial NNM

McCullock & Pitts(1943) : 
The model of neuron

Hebb(1949) : 
Learning hypothesis : 

Number of impulses = Learning
Formation of recognition and memory

Connection type of neuron
Feed-Forward Type : simplex
Non-hierarchical Type (mutual link) : duplex
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Subject matter
fraction addition problems 
7 items and 5 Attributes, 
595 Cases of Item Response Patterns

Comparison
Focusing on the structure of NNM and

Knowledge States in the RSM.
Three-layers NNM <===> KS in RSM

input layer      <=== items
output layer    <=== Attributes
middle layer    ===> KS?

Several numerical examples

5.Comparison Study  
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I1

I2

I3

I5

I6

I7

I4

A1

A2

A3

A5

A4

Input
Middle

Output Training

7x6
=42

6x5
=30

Three-layers NNM
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Step 1 : construct NN
Item ==> Middle ==> Attribute

Number of units in middle layer : 5, 6, 7
Behavior of middle layer 
Middle layer : Same structure with Incidence matrix

Step 2 : validity check
# of Training Set + # of Validation Set = 595 cases

High re-predictive structure 
Stable 

Step 3 : KS for middle layer
Item ==> Middle ==> Prob. of Attribute from RSM

Behavior of middle layer 

found close similarities in their results
although they were not identical
can not find the clear relation 
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I1
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Incidence Matrix    Items
Attributes I1 I2 I3 I4 I5 I6 I7

A1  1 1 0 1 1 1 1
A2  0 1 1 0 0 0 1
A3  1 0 1 0 1 0 0
A4  1 1 0 0 0 0 0
A5  1 1 1 1 1 1 0
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Step 1 : construct NN
Item ==> Middle ==> Attribute

Number of units in middle layer : 5, 6, 7
Behavior of middle layer 
Middle layer : Same structure with Incidence matrix

Step 2 : validity check
# of Training Set + # of Validation Set = 595 cases

High re-predictive structure 
Stable 

Step 3 : KS for middle layer 
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4.Science Reasoning Test (SR-Test)

An entrance examination test
student's interpretation, analysis, evaluation, 
reasoning, and problem-solving skills

A set of multiple choice questions
Problem-solving skills from containing 
information     <==> ordinary test

Do not need knowledge about it’s information
Pick out some from containing information

Providing style of scientific information
3types 
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ACTの試験
AAP : ACT Assessment Program
非営利法人 ACT, Inc. が提供
(American College Testing, Inc.)

教科カリキュラムに基づくテスト
英語 : 70問(45分)
数学 : 60問(60分)
読解 : 40問(35分) (reading comprehension)

Science Reasoning Test : 40問(35分)

多肢選択型設問
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試験問題の特徴
自然科学分野の論理思考に関する能力
受験者の問題解決特性を把握する試験
自然科学に必要な判断能力、分析能力、
評価能力、論理性、問題解決能力を測る
個々の Passage (大問)
科学的な情報を提示する資料部分
それに続く幾つかの多肢選択式の設問群
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Scientific information
Data representation

Graphic, tabular material
graph reading, interpretation of scatter plots, and 
interpretation of information

Research summaries
one or more related experiments
interpretation of experimental results

Conflicting viewpoints
several hypotheses or views
being based on differing premises or on incomplete 
data, are inconsistent with one another
understanding, analysis, and comparison of 
alternative viewpoints or hypotheses.



Passage 1
All atoms of a given element have the same number of protons (positively 

charged particles) in the nucleus and electrons (negatively charged particles) in 
the surrounding space. This number is called the atomic number, symbolized by 
Z. The mass of an atom is the m number, symbolized by A. The mass number is 
found by adding the number of protons and neutrons (neutral, uncharged, 
particles) in the nucleus. 

mass number
atomic number
element symbol

Isotopes are atoms of the same element having the same atomic number but 
different mass numbers. The stable isotopes of some common elements and 
their abundance are shown in the following table. 

Data representation

元素周期表 : a periodic table



2 Research summaries
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Conflicting viewpoints
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5. Numerical Example
7 Passages (Total 40 Items)
286 first-year students of Univ.
45 minutes
Distribution Of Correct Answers
Almost Symmetrical Distribution

正答数ごとの頻度
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An example of Incidence Matrix
Task Analysis : 

Extraction of Attribute, refining 
Domain Expert of these subject, teacher

Reducing : Number of Attributes : 80 → 39
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Working with figures, 
tables and graphs

Logical relation in 
sentences

Deductive thinking

Case reasoning
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Result of RSM for SR-Test

286名中225名(78.7%)

A Result of RSM for SR-Test
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Result of RSM for SR-Test

286名中225名(78.7%)

A Result of RSM for SR-Test
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Result of RSM for SR-Test

286名中225名(78.7%)

: C
ase reasoning

: C
onsideration

: U
nderstanding about isotope

: Fact

: Logical relations in sentences     : C
onsideration

: If-Then R
easoning

: C
onsideration

: U
nderstanding about gravitation : Fact

9   8   6 2   5

A Result of RSM for SR-Test
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Rule Space Method
SR-Test example

3 Key points
Logical relations in sentences [6]     : Consideration
If-Then Reasoning [8] : Consideration
Understanding about gravitation [9] : Fact

2 sub-key points
Case reasoning [5]          : Consideration
Understanding about isotope [2]     : Fact

Validation of classification 
Characteristics in each KS (cluster)
Item Response Pattern
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Another Application
Experimental Project:
基礎総合試験 (Integrated-type examination)

英語、数学、国語(日本語)
60 minutes each
Easier than NCUEE Test

For junior college ===> X
For entered students in University
In 数学 : 3 booklets : J冊子、K冊子、C冊子
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基礎総合試験1
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基礎総合試験1
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基礎総合試験1
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基礎総合試験3
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基礎総合試験2
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Result: ?
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Rule Space Method
Task Analysis <=== Key point

Extraction of Incidence matrix is a very 
laborious work
need experts' intense cooperation
require careful investigation 
solution strategies for each item

NNM may help the Task Analysis in RSM
complementary characteristics
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relationship 
the middle layer of NNM
the Knowledge States in the RSM

from the results of these experiments
not always same behaviors

sometime different 
But predicted values are close : Validity
complementary characteristics

each other 

meaning of middle layer in NNM ≠ KS

6.Discussion and Conclusions
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Step 4(future) : search new attributes 
similarities and usefulness
supplements weaknesses existing in the RSM
for replacing a task analysis required in making 
Incidence matrixes
Assist with NNM?

Realize the better Scoring Report
Good educational environment 
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Some open problems
number of units in middle layer
initial values of weight wi and thresholdθ

local convergence problems in training step
interpretation of each parameters and each layers 
in non-linear relation
relation between number of units and time of 
iteration in training 
improve of convergence speed

Some related topics
Facet Theory
POSA (Partial Order Scalogram Analysis)

○
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おしまい

End of this Presentation


